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1 5|5

AIEFE T S5HA RN, EAEE R fIfE SC171 HFAKEM V3 FidEnt
Fibocom AT Stack SZELERUAIREE 2= MR, Wit g5 &L b g &tk
1) Fibo AT Stack #EHMELL, AfarEHeft 7 —ERBNMRT R, BEm A
i, BAYIZE . BAHEE R R emAE, B AL S AT HE R Athr b
.

2 MFIRFIRBEHE
M TR TR O H RIOREE BRI LeNet.py

2.1 WHEHER

® J\ Keras JEH 5| N TF-SHFHIRAE MNIST, Az — M7 60000 MNIZRFEAR
A1 10000 MMRAFEA BB . [ load data () BRECHE: MNIST Zd 42 hn#k
BIREFP R, R EEE S NI g E NS, Hd train images .
train labels AZE4E, test images. test labels JNIIiREE.

o T R BUEMEYE, Pl 2 FE T ERFE hEREkE
. Wl R Aok R #5 il 28 X 28 MUAERE, FFiEATIA—{LAbHL,

from keras.utils import to_categorical
from keras import models, layers

from keras.optimizers import RMSprop
from keras.datasets import mnist
import tensorflow as

( s ) ( 5 ) = mnist.load_data()

.reshape( (60000, 28, 28, 1)).astype('float') / 255
.reshape( (10000, 28, 28, 1 ).astype('float') / 255
= to_categorical( ))
= to_categorical( )

2.2 BEHZML

AR T Sequential R4

® CLEREBMEZE, &6 MHEKE, ZH 64 3x3 MEFZ A KGE
JAECECI

® S2 ER—ANTRIE, BE 6 MHEK, £ZH C1 ENFHMERZT 2x2
() E 1 EAT P 2aith Ak

® C3ZaBHZE, AF 16 MHEKE, /& 16 4 3x3 ERUZNT S2 #H1T
HE 2

® S4R—ANFRMEZE, BF 16 MHEE, &t C3 EMFHMERZIE 2x2 1)
& 3T F3hAk .
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C5 EBAEMAE 120 MFEE, & 120 4> 3x3 [FEFZNT S4 #1745
1§Vﬁf£”o

® 6 REE 84 ML LI EERZ, KH relu BUGERAL

® SERI—NRE, M softmax g . it 0-9 &AM, ArbUR
JoECA 10

Eﬂiyﬁﬁ%&ﬁiﬁ AT AL . S A SURSHE N < BB £, RMSprop 4L

AT IR, TR SRR b WS IR RS S

def LeNet():
= models.Sequential()
.add(layers.Conv2D =6,
.add(layers.AveragePooling2D (2, 2) )
.add(layers.Conv2D =16,
.add(layers.AveragePooling2D (2, 2) )

.add(layers.Conv2D =120,
.add(layers.Flatten )
.add(layers.Dense 84, "relu’ )
.add(layers.Dense 10, "softmax” )
return
= LeNet()
.compile( =RMSprop( Lr=0.001 ="categorical_crossentropy', =['accuracy'])

2.3 YILxMHEIRE

fEH it () B @GR EM 31T IIZk, epochs FKIRNZZ DA
4, batch_size RRFFRIINGL 2 KIIEHE

2.4 EE
i evaluate () 7 iEXAE AL BEAT IR, 3R (A P05 22 A v A o

) .evaluate(
print("test loss:", "test_accuracy:",

Epoch 16/20

469/469 - 6s loss: ©. accuracy: 0.9976 6s/epoch 13ms/step
Epoch 17/20

469/469 - 6s - loss: @. accuracy: 0.9976 - 6s/epoch - 13ms/step
Epoch 18/20

469/469 - 6s - loss: @. accuracy: 0.9976 - 6s/epoch - 13ms/step
Epoch 19/20

469/469 - 6s - loss: @. accuracy: 0.9982 - 6s/epoch - 13ms/step
Epoch 208/20

469/469 - 7s - loss: @. accuracy: ©0.9984 - 7s/epoch - 14ms/step
313/313 [==== ] - 1s 2ms/step - loss: 0.08474 - accuracy: 6.9890
test_loss: ©.04737924039363861 test_accuracy: 0.9890000224113464
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2.5 REREF

Keras Y #{RfF HDF5 U, HAk/E. hd XM, XA OB SRk R 25
¥y, REAEF compile 015 K.

N Fibo AI Stack #A Ak T. A SZHF onnx—dlc. tflite-dlc
TensorFlow—dlc, AT AL HF ELHER:. hd SCAF#EALIKR dle, FrPAU 5 E 40K hb 3¢
EEALRR, tflite, SRJGEEF] Fibo AT Stack BEAVFAL T B4 tflie #ALAK dlcs

.save( 'MyModel.h5")

= 'MyModel.h5'
tf.keras.models.save model( ) )

= tf.keras.models.load_model( )
= tf.lite.TFLiteConverter.from_keras_model(
= .convert()
with open('MyModel.tflite', ‘'wb') as
write( )

1E | i 3 i3 17 LeNet.py J&, L 32 & 3l MyModel.h5 A0
MyModel. tflite P01

| MyModel.h5 2023/10/20 9:49 H5 324 902 KB
| MyModel tflite 2023/10/20 9:49 TFLITE 344 434 KB

3 Fibo Al Stack #& &%k,

3.1 IREFA

FTJF Docker Desktop, siaiig T REHIMNLIFFI I Lo, CHARIRIGFE s HAEmT
1E AT i T & PR FE S, IFE R AR N “Fibo AT Stack HRA AR 7,
X H DL Docker #1341

3
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& Containers

I Images

Containers cive reeanack

& Volumes

Build
& uiles Contalner CPU usage

& Docker Scout 0.00% / BO0% (8 CRUS available)

£ Extensions

\V\cw all your running containers and applications. Learn mere (7

Container memery usage

3.6MB/ 7.48GB

Show charts

Showing 1 item

s

Terminal

Windows PowerShell
WARFRA (C) Microsoft Corporation, {R#

SRS

ERRTEIFL.

PowerShell https://aka.ms/pscoreé

PS C:\Users\FIBOCOM>

CONTAINER ID

IMAGE
fiboai_qcom_tools_env:vi.o

COMMAND

Bocom> []

RAM 1 20 2R CDRIIN 23%  Diek: 21 QN QR nead limit 1NNA A8 CAY

" /bin/bash"

Q search M @ onyshown
Name Container ID Image Port(s) CPU (%) Last star $actions
0 ®  fiboal_qcom_22 ddd67dad7735 fiboai_qcor 0% 3m|nutEE : w
@ Engine running 9 1o RAM7.32 GB CPU0.50% Disk: 21.92 GB used (limit 1006.85 GB) m (® New version available

CREATED
2 weeks ago

STATUS
Up About a minute

Kuinm AN %, BE IEAEBAT WL, B Fr<RIAT: docker ps

+
Q Wi...
|}

W
PORTS NAM

F'?Tum%?"\

Tarminal () Naw varcion

BN LA A2, R I P BRI S A A 21 R AL
docker cp <HI b H A TR ST AR B 42> <R AL A2 B> <R DAL R 1) ST i 42>
un: docker cp D:\Project\MyModel.tflite fiboai_qcom 226 env:/home/project/

WmE PR, AR

PS C:\Users\FIBOCOM> docker cp D:\Project\MyModel.tflite fiboai gcom 226_env: /home/project/

l LTS e - - l

PS C:\Users\FIBOCOM>

3.2 {RE%

i—ﬁ?ﬂ')\ﬂﬂ I lﬁj\fﬁj:l*ﬂ

4n: docker exec -it fiboai_qcom_226_env bash

PS C:\Users\FIBOCOM>Jdocker exec -1t Tiboal_gcom_226_env bash |

Jopt/2.26.0.240828
[INFO] AISW SDK environment set

[INFO] QNN_SDK_ROOT: /opt/2.26.0.240828
[INFO] SNPE_ROOT: /opt/2.26.0.240828
(snpe_env) root@64d0060eelcd: /# I

uii . docker exec -it <FE AL 44 FR> bash

{§iFH Fibo AT SDK Hf] “snpe—-tflite—to—dlc” T.H, 4 tflite &A%Y

AR DLC MY, HAR T Vs

snpe-tflite-to-dlc —input_network /4% /model.tflite —input_dim input_name

4
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“1,299,299,3” —output_path /1% /model.dlc

4.

snpe-tflite-to-dlc  --input_network /home/project/MyModel.tflite --input dim
"serving_default conv2d_input:0" "1,28,28,1" --output_path
/home/project/MyModel.dlc

R

——input_network ZHHKIN: T EE BB AHELL AR

——output_path Z¥RIR: FeHb RSO i %45

——input_dim ZHEFIR: FHEABA AL AR A LGRS, TR
YRR A KRS ANE R, rTBUE https://netron. app/H 3 A H M
B, RVl A B\ 44 R AT B A%

A F BATHHA

N AT

name  main

comvzd input signature  serving_default
/ Px28x28x1 INPUES. *%@5@}\%%

conv2d input  namefserving default convzd input:0

tensof float32[-1,28,28,1]

outeurs IRBE N\ SR

dense 1 name: StatefulPartitionedCall:0
tensor: Float32(-1,16]

Px13x13x6 identifier: 20

fier {16x3x3x6)

tensor: Float32[-1,28,28,1]

Reshape identifier: 0

ourwurs RS YRR
FullyConnected jdarsier: 20
weights. (541080} REE HEUERE
bias (84)
Relu
FullyConnected
weights (10x84)
bias (10)
710
Softmax
710
—
dense_1
] — A A >,
WEFTR, fMANGA, R
(snpe_env) root@64d0060eedcd: /home/project# snpe-tflite-to-dlc  --input_network /home/project/MyModel.tflit
e --input_dim "serving_default_conv2d_1input:0" "1,28,28,1" --output_path /home/project/MyModel.dlc

2025-04-07 08:16:46,513 - 235 -§ INFO - INFO_INITIALIZATION_SUCCESS:

2025-04-07 08:16:46,518 - 235 4 INFO - INFO_CONVERSION_SUCCESS: Conversion completed successfully
2025-04-07 08:16:46,526 - 235 4 INFO - INFO WRITE SUCCESS:

(snpe_env) root@64d0060eedcd: /home/project# ||

5
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3.3 R I

B\ A IR tH RN 28 3 - exit

BN NG A S BRI docker cp <REHIHL A FR><RE LA H A 7 %
fo> <HLX AR R R SO B>

W :  docker c¢p fiboai_qcom 226 env:/home/project/MyModel.dlc
D:\Project\MyModel.dlc

PS C:\Lsers“-ﬁlBOCO%‘bldocker <o fiboai qcom 226 env:/home/project/MyModel.dlc D:\Project\MyModel.dlc I
Successfully copied 457kB to D:\Project\MyModel.dlc
PS C:\Users\FIBOCOM>

WmE PR, SO )

= BHE
» IhEBAN » ZSHBEESR (D) » Project v =l
~
=1 fexaE i) HIN
deeplabv3_resnet50-snapdragon_8 elitedlc  2025/3/25 16:35 pogliscd
v deeplabv3 resnet50-snapdragon 8 elite.tfli.. 2025/3/25 15:58 TFLITE 324 154,762 KB
o | | MyModel.dlc 2025/4/7 16:16 DLC 32 445 KB

4 HFIRARBIERE
4.1 £E&

LR EHE I dle ST RAK BT s B HAR SCHFIBON SCLT1 TR AR B V3 JT i
R B AR R I ) sample. py 5 api_infer. py i B 7EF—B&E T .
2. BEANTT A H) Ubuntu B UT FHET, FTIFIF AR A b, WA B 52
2
cd /home/fibo/Fibo_ Al Stack/fiboaisdk ubuntu aarch64
. ./scripts/env_qualcomm.sh 68

. ./scripts/env qualcomm.sh 68

$
Y |

3. FANTHERIE, AL T

pip3 install numpy opencv-python

4. TEMEE NI SHL:

—dlc_path: FRCHEEAE (dle 3T
——img path: A H T

—Label file:FpZECMHHAE

—— T RUAHSCH I A N K B A FR L K AR

4.2 Python sample {X#5

U T ETREERNRBEIHEF LR LR sample.py
6
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LM e, 5 OCPF AR
2. BEHUbR R SCA R 2L

3. HHHEFH % £ (W1 Runtime. CPU 8¢ Runtime. GPU) .
4. FRPE A FH R A5 28 55 =R R B eSO N PN 25 1) 1 A B AT S5 A R AR 29
5. ARAE AT LAY, A& XU N H ok B 4

run_snpe():

snpe_ort = SnpeContext(dlc_path, [], Runtime.GPU|, PerfProfile.BALANCED, LogLevel.INFO)
assert snpe_ort.Initialize() ==

imgl = cv2.imread(img_path)

img = cv2.cvtColor(imgl, cv2.COLOR_BGR2GRAY)

img_inverted = 255 - img

_, bit_img = cv2.threshold(img_inverted, 127, 255, cv2.THRESH_BINARY)
bit_img_resized = cv2.resize(bit_img, (28, 28), interpolation=cv2.INTER_AREA)
_, bit_img final = cv2.threshold(bit_img_resized, 20, 255, cv2.THRESH_BINARY)

cv2.imwrite(f"{output_dir}/preprocessed_image.jpg", bit_img_final)

input_feed = {”ser‘ving_defau1t_conv2d_input:9”:} -— HU%EE?S%

outputs = snpe_ort.Execute(["StatefulPartitionedCall:0'], input_feed)
print( Hithgi R, outputs)

if outputs :
for k, v in outputs.items():

print(f"HH AR {k}, I {v}")

if k == "StatefulPartitionedCall:Q":
output_data = v
w = np.argmax(output_data)
label_list = read_label_list()
print ("7 i, label_list[w])

assert snpe_ort.Release() == @

if _ _name__ ==
run_snpe()

_ _main__

7
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4.3 1ERRYIE TR

W sample PAT CAFHEATHERE, fEF AR Imfa A LL R
python3 <Python sample SC {4 iik>
an:
python3
/home/fibo/Fibo Al Stack/fiboaisdk ubuntu aarch64/sample/sample.py

BIAAZE, WE PR

WA R, PATT, AR WMEER: 3

-19 04 90 multi-sink]
-83-19 e4 95] [multi-sink]

5 Q&A

5.1 TTEIEIXH

AIREJR A -

LR BRSSP IR I B A R
2. MR SRR IR T 3B

3. JERLIR 5 i LA

R DRI

1 AB OB A7 TS A2

2. BRSO O IR T #OF i s 2 F5 7 B4

3. HafRiz 1T i) Python A 4% IEHA o

4 KB SO, SR 24 HT P A BRI A S A

8
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5.2 SIEECE KM

T ReJR
1 AR B R IEARE .
2. G/ EL ] Python €5,

BRI P

L BHHPAT SRR E A

2R AT RS CIERE, MR RA R R,
3. 224 WA ) Python 4.

5.3 HBERTHER

AT REJR A -
LN B PR ATFER R ER
2. BARLR IE A N # i &

A TAR S

L. B DRt N GRS IR R, ] DU HH i A\ B8 ke A s =UR_ R A7 A B Y
HiK: print(input feed)

2. KRR, # NFiH Tensor AR (S B IEH

3. EHTMBAE I B AT HERE, BRI C B TR .

4. KA N EUR I PACER D B, 1 DR G A% A A R K

9
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